Precision Refinement for Media-Processor SoCs: fp32— fp64 on Myriad
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Myriad 1 media-processor SoC

Myriad 1 media-processor SoC [1]

Myriad architecture prioritises power-efficient operation and area efficiency. In order to guarantee sustained high performance and
minimise power the proprietary SHAVE (Streaming Hybrid Architecture Vector Engine) processor was developed. Data and Instructions
reside in a shared Connection MatriX (CMX) memory block shared by all Shave processors. Data is moved between peripherals,
processors and memory via a bank of software-controlled DMA engines.

riad 1 architecture highlights [1

» 65nm ultra-low power architecture
(< 0.35W0@180MHz) with 11 power islands.

» ISA-level hardware support for SIMD, matrix transpose,

sparse data, sqrt@fp16, predicated execution, etc.

» Heterogeneous SoC: 1 Leon3@fp64 + 8
SHAVE@fp32.

» 32KB LRAM, 1MB CMX, 16/64MB DDR, DMAs.
» Power efficiency of 1 Tops/W (max 8-bit equivalent).

» No fp64 on Shaves.

Parallelism exploitation Octave Prototyping
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Our approach: process tile-by-tile [3

» Partition SPOTHS into sub-ops: SYRV 4,4,
GEMYV, and SYRVbCk'

» Process tile-by-tile (scheduler & fp64@Leon).
» Schedule on multiple tiles concurrently.

» Tiered code: naive C + intrinsics + assembly
kernels.

POTRS sub-ops
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Solution
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Fp64 on Myriad: mixed precision with 1032 — fp64 refinement [2

Study case: matrix decomposition with precision refinement [3

N

A .. 3%

UNIVERSIDAD DE LAS PALMAS

DE GRAN CANARIA ANIVERSARIO
1989-2014

If Aand b are known and A is symmetric and positive definite, then we can solve the linear equation A - x = b by first computing the Cholesky matrix
decomposition (SPOTRF) A= L- L', then solving (SPOTRS) L - y = b for y by forward substitution, and finally solving L - x = y for x by back substitution
[4]. The solution x is iteratively updated with values z' derived from the residual computer for the it iteration until x' is accurate enough .
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» Refinement iterations: 1 — 100.

» Matrix width: 1 — 150.
» Input:

» random (10k tests),
» real-life (one test).

» \Versions:

» Octave-only code,
» Octave with encapsulated C code.

Results and future work
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Cost of one refinement iteration vs total execution time on Leon
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Probability of reaching double precision accuracy
As a function of refinement iterations
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Matrix A width

Current state

» Larger matrices require more iterations (> 6)

» Refinement share oscillating around 50%.

» 50% of refinement execution time is spent on Leon.
» Refinement on Leon limits the performance.

» Little room for speed-up on Leon side.

» Shave side could be speed-up -~ 3 times easily.

» Overlap it refinement with ;%
Shaves allocation of 3 + 5).

» Port to Myriad 2 (expected speed-up of > 8x [1]).
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